Let the values of $S_i$ (see Fig. 2) for the register producing $A_1, A_2, \cdots A_k$ be $S_1, S_2, \cdots S_{k-1}$. Then we must have

$$b_i = a_{i-1}, \quad i = 2, 3, \cdots k - 1$$

(19)

and

$$C_i = b_{i-1}, \quad i = 2, 3, \cdots k - 1$$

(21)

Furthermore, we have from (10) and (17)

$$d_i = a_i + b_i$$

(23)

$$e_i = b_i + c_i$$

(24)

Then

$$e_i = b_i + c_i = \sum_{i=1}^{k-1} S_i a_i + \sum_{i=1}^{k-1} S_i b_i$$

$$= \sum_{i=1}^{k-1} S_i (a_i + b_i)$$

(25)

$$= \sum_{i=1}^{k-1} S_i d_i.$$  

Furthermore, for $i = 2, 3, \cdots k - 1$

$$e_i = b_i + c_i = a_{i-1} + b_{i-1},$$

(26)

Now, since the arguments given will apply to any two successive $B_i$, (25) and (26) show that the sequence of the $B_i$ may be obtained from the same shift register as the $A_i$. Finally, since this is a maximal-length shift register, the sequence of the $B_i$ must just be a shifted version of the sequence of the $A_i$, and (18) must hold.
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Another scheme which has been proposed is the run-length coding, or differential-coordinate encoding system. Although this system is applicable to half-tone pictures we shall, for simplicity, consider its implementation only for black and white pictures. The basic idea in this scheme is to transmit only the lengths of the black and white runs in a picture as they occur in successive scanning lines. The first implementation of this system appears to be that of Treuhaft. However, he gives no results concerning the possible reduction in either time or bandwidth for a run-length coding type system. Deutsch has measured the probability distribution of runs in a section of typewritten material, and concluded that a saving of approximately two is possible in a run-length coding system which uses an optimum code. More extensive studies of the run-length probability distributions for typewritten material has been made by Michel who concluded from his findings that theoretically a saving of approximately ten is possible with a run-length coding system which employs an optimum code.

These results are sufficiently encouraging to warrant further investigation of the run-length coding system. The present work stems from a desire to predict more generally the saving that is possible with a run-length coding system for various types of black and white pictures, and to gain an insight into this system. The analysis is carried out only for black and white pictures, and for a binary digital transmission channel.

THE DESCRIPTION OF A PICTURE IN TERMS OF A FIRST-ORDER MARKOFF PROCESS

The process of scanning reduces a picture from a two-dimensional array of cells (resolution elements) to a one-dimensional sequence of cells. In the case of a black and white picture such a sequence would consist of a succession of black and white cells. A section of this sequence might appear as below.

\[
\ldots \text{BBBWWB} \ldots \text{BBBBBWWWWWBBBWB} \ldots
\]

Thus, in our subsequent discussion, when we use the word "picture" we shall, in reality, be referring to a one-dimensional sequence of cells which results from scanning a picture. (Note: Since there are many ways to scan a picture, this representation is not unique. However, for our purposes, this is unimportant.)

The assumption, on which the analysis presented herein is based, can now be stated.

The transition in intensity from a given cell to the immediately succeeding cell is determined solely by the intensity of the given cell.

This dependence is a probabilistic one which is given in terms of the transition probabilities \( p_w(w), p_b(b), p_w(b), p_b(w) \), where

\[
p_w(w) = \text{the probability that a cell is white, given that the immediately preceding cell is white};
\]

\[
p_b(b) = \text{the probability that a cell is black, given that the immediately preceding cell is white};
\]

\[
p_w(b) = \text{the probability that a cell is black, given that the immediately preceding cell is black};
\]

\[
p_b(w) = \text{the probability that a cell is white, given that the immediately preceding cell is black};
\]

\[
= 1 - p_w(w);
\]

\[
= 1 - p_w(b);
\]

\[
= 1 - p_b(b).
\]

Two other parameters which enter into the analysis are

\[
p(w) \text{ and } p(b),
\]

where

\[
p(w) = \text{the probability of obtaining a white cell};
\]

\[
p(b) = \text{the probability of obtaining a black cell};
\]

\[
= 1 - p(w).
\]

The transition probabilities can be related to each other, by noting first that

\[
p(w; b) = p(b; w)
\]

where

\[
p(w; b) = \text{the joint probability of obtaining a white cell followed by a black cell};
\]

\[
p(b; w) = \text{the joint probability of obtaining a black cell followed by a white cell}.
\]

Hence, since \( p(w; b) = p(w)p_w(b), \) and \( p(b; w) = p(b)p_b(w), \) we obtain

\[
p(w)p_w(b) = p(b)p_b(w).
\]

It is easily seen that only two of the six probabilities \( p(w), p(b), p_w(w), p_b(w), p_w(b), p_b(b) \) are independent; for example, an independent set comprises \( p(w) \) [or \( p(b) \)], and any one of the four transition probabilities.

At this point we note that the assumption is equivalent to stating that a picture can be represented by a first-order Markoff process with stationary transition probabilities. This model for an information source has been proposed previously by Oliver, among others.

\[\text{References}\]


5. It is well to emphasize that the transition probabilities are not unique, since they depend on the particular scanning direction which is used. However, for a given scanning direction the transition probabilities are unique.


Since a transition from a given intensity to any other intensity is possible in a sufficiently large number of steps, it follows that our Markoff process representation for pictures is transitive, and thus ergodic. This fact will be of importance to us in our subsequent work.

It should be mentioned that our model does not take into account all of the dependence which exists among the various cells in the picture. Hence we can only expect that our results concerning information rates and savings in channel capacity are first-order approximations to the true values.

In particular, our results for the saving in channel capacity will at best be crude lower bounds. However, it should be borne in mind that a model which takes into account more of the dependences among the cells in the picture than ours will not be as amenable to analysis as our model.

**NUMBER OF BITS REQUIRED TO CODE A PICTURE BY MEANS OF A NONSTATISTICAL CODING SYSTEM**

The present-day picture transmission method which specifies the intensity of each cell in a picture independently of the intensity of any other cell will be termed a nonstatistical coding system. This system does not exploit the redundancies which exist in a picture; as a consequence, the system is inefficient in the sense that it requires a larger number of bits to specify the picture than is actually necessary.

We now proceed to calculate the number of bits $N_1$, required by a nonstatistical coding system to specify a picture. Since the nonstatistical coding system specifies the intensity of each cell in a picture independently of all the other cells, it is clear that one bit is required for each cell in the picture. If we let $N$ represent the total number of cells in the picture, then it is apparent that $N_1$ is equal to $N$.

It is advantageous to pause at this point to investigate the number $N$. If we consider that an average picture is 8½ by 11 inches and that the resolution is 100 lines per inch in the vertical and horizontal directions, then $N$ will be $(8.5)(11)(100)^2$, or approximately one million. Hence, we observe that $N_1$ is very large, and indeed for our purposes may be considered to be infinite. We shall make use of this fact in our subsequent work by investigating the behavior of coding systems as $N$ approaches infinity. Since $N$ is very large, such a limiting behavior will tend to specify the true situation quite closely. In addition, taking limits as $N$ approaches infinity enables us to simplify considerably the expressions which will be encountered.

**MINIMUM NUMBER OF BITS REQUIRED TO CODE THE MARKOFF SOURCE REPRESENTATION OF A PICTURE**

We now consider the minimum possible number of bits, $N_{\text{min}}$, required by a statistical coding system to code the Markoff source representation of a picture. It is well known that if the Markoff process is ergodic, and is described by the transition probabilities introduced previously, then the statistical coding system which achieves this minimum is one which codes the intensity of each cell on the basis of a knowledge of the intensity of the immediately preceding cell. If a binary alphabet is used, then it can be shown that $N_{\text{min}}/N$ is equal to the conditional information content (conditional entropy) of the Markoff process; i.e.,

$$N_{\text{min}} = -p(b)p_r(b) \log p_r(b) + p(b)p_r(w) \log p_r(w) - p(w)p_r(w) \log p_r(w) - p(w)p_r(b) \log p_r(b). \tag{1}$$

We emphasize again that any coding system, whether statistical or nonstatistical, cannot code a picture with a fewer number of bits than $N_{\text{min}}$. However, it is possible for a coding system to achieve the lower bound $N_{\text{min}}$. In fact, as we shall see subsequently, the run-length coding system does achieve this lower bound as $N$ approaches infinity.

**NUMBER OF BITS REQUIRED BY THE RUN-LENGTH CODING SYSTEM TO CODE THE MARKOFF PROCESS REPRESENTATION OF PICTURES**

Unlike the statistical coding scheme described above, which codes individual cells, the run-length coding system codes groups of cells. Each group consists of an all-white or all-black linear array of cells. Such arrays or "runs," are readily found along the customary scanning lines. The run-length coding system counts the number of cells in each run and suitably encodes this number for transmission. If a binary alphabet is used in the coding process, then it can be shown that the minimum number of bits required to code the run-lengths is given by the information content of the probability distribution of the run-lengths. Thus, in order to calculate the minimum number of bits required by the run-length coding system, we shall digress and find the probability distribution of the run-lengths. It should be pointed out that no specific codes are proposed (e.g., Shannon-Fano-Huffman codes), but that only the minimum number of bits required to code an information source is computed.


14 All logarithms are to the base two.

A white run of length \( x \) \((= 1, 2, \cdots)\) is defined as a set of \( x \) consecutive white cells preceded by a black cell and succeeded by a black cell. A black run of length \( x \) is defined analogously.

Let \( R_w \) and \( R_b \) be the random variables which represent, respectively, the length of a white and a black run. In view of the assumption we have made, we see that as \( N \) approaches infinity, the probability of obtaining a white run of length equal to \( x \) is the same as the probability that \((x - 1)\) transitions from white to white have taken place, and that this is followed by a transition from white to black. Thus

\[
\text{prob} \left( R_w = x \right) = p_w(w)^{x-1} p(b), \quad x = 1, 2, \cdots \tag{2}
\]

\((N \to \infty)\).

Similarly, it is obtained that the probability of obtaining a black run of length \( x \) is

\[
\text{prob} \left( R_b = x \right) = p_b(b)^{x-1} p(w), \quad x = 1, 2, \cdots \tag{3}
\]

\((N \to \infty)\).

If we let \( H_w \) denote the information content of the white run-length probability distribution, then

\[
H_w = - \sum_{x=1}^{\infty} \text{prob} \left( R_w = x \right) \log \text{prob} \left( R_w = x \right)
= - \log \left( \frac{(1 - p_w(w))}{p_w(w)} \right) \log p_w(w)
- \left[ 1 - p_w(w) \right]^{-1} \log p_w(w) \tag{4}
\]

where (4) is obtained by making use of the summation formulas

\[
\sum_{x=0}^{\infty} a^x = \frac{1}{1 - a}, \quad |a| < 1 \tag{5}
\]

\[
\sum_{x=0}^{\infty} ax^2 = a \frac{1}{(1 - a)^2}, \quad |a| < 1 \tag{6}
\]

Similarly, if we let \( H_b \) denote the information content of the black run-length probability distribution, we obtain

\[
H_b = - \sum_{x=1}^{\infty} \text{prob} \left( R_b = x \right) \log \text{prob} \left( R_b = x \right)
= - \log \left( \frac{(1 - p_b(b))}{p_b(b)} \right) \log p_b(b)
- \left[ 1 - p_b(b) \right]^{-1} \log p_b(b) \tag{7}
\]

At this point we note that one of the consequences of the assumption that \( N \) approaches infinity is that the run-lengths are independent. If \( N \) is finite then any set of \( i \) run-lengths must satisfy the inequality that the sum of their lengths be less than or equal to \( N \); hence these run-lengths are dependent. If we allow \( N \) to approach infinity then any subset of \( k \) \((k < i)\) run-lengths will satisfy the inequality independently of the other \( k - i \) run-lengths; i.e., the set of \( k \) run-lengths is independent of the set of \( k - i \) run-lengths. Since \( i \) and \( k \) are arbitrary it follows that all of the run-lengths will be independent as \( N \) approaches infinity. This fact will be used in our subsequent discussion.

Since all the black and white runs which constitute the picture have the same probability distribution, it is obvious that the total number of bits required by the run-length coding system is obtained by summing the information contents \( H_w \) and \( H_b \) over the entire picture. We denote the total number of runs by \( n \); since \( n \) is very large we can assume, without loss of generality, that \( n \) is even so that there are \( n/2 \) white and \( n/2 \) black runs in the picture. Hence the total number of bits \( N_n \) required to specify the Markov process representation of the picture by run-length coding is

\[
N_n = \frac{n}{2} \left( H_w + H_b \right) \tag{8}
\]

We are now in a position to prove the following theorem.

**Theorem:** In the limit, as \( N \) approaches infinity, the number of bits \( N_n \) required to code the black and white runs in a first-order Markov chain is equal to the theoretical lower bound \( N_{\text{min}} \).

**Proof:** From (1) and (8) we obtain

\[
N_n/N_{\text{min}} = \lim_{N \to \infty} \left( \frac{n}{2N} \right) \left( (1 - p_w(w))^{-1} + (1 - p_b(b))^{-1} \right) \tag{9}
\]

We now digress to evaluate the limit \( \lim_{n \to \infty} \left( n/2N \right) \). In order to do this we note that the sum of the lengths of the white and black run-lengths is equal to the number of cells in the picture. That is,

\[
\sum_{i=1}^{n/2} (R_w^i + R_b^i) = N \tag{10}
\]

where \( R_w^i \) and \( R_b^i \) are defined as the random variables which represent, respectively, the length of the \( i \)th white and \( i \)th black runs.

Eq. (10) can be rewritten as follows:

\[
(2/n) \sum_{i=1}^{n/2} (R_w^i + R_b^i) = 2N/n. \tag{11}
\]

However, \( (2/n) \sum_{i=1}^{n/2} R_w^i \) is a sum of independent and identically distributed random variables; hence, by the Kolmogoroff Strong Law of Large Numbers\( ^{17} \) (as \( N \to \infty \)), this sum converges with probability one to the expected value of the white run lengths, \( E(R_w) \) \[if \ E(R_w) < \infty \]. Similarly, \( (2/n) \sum_{i=1}^{n/2} R_b^i \) converges to \( E(R_b) \) \[if \ E(R_b) < \infty \], with probability one, as \( N \) approaches infinity. Thus,

\[
\lim_{N \to \infty} (2N/n) = E(R_w) + E(R_b) \tag{12}
\]

\( ^{16} \) The probability distribution of \( R_w \), as well as that of \( R_b \), is known as a geometric distribution.\( ^{17} \)

which, by (2) and (3) and the summation formula in (6), becomes

\[ = [1 - p_w(w)]^{-1} + [1 - p_b(b)]^{-1}. \quad (13) \]

Substituting (13) into (9), we obtain

\[ N_R/N_{\text{min}} = 1 \]

which proves the theorem.

The result stated by our theorem is not surprising, since both \( N_R \) and \( N_{\text{min}} \) represent the number of bits required to specify \( N \) cells in the first-order Markoff chain. The quantity \( N_{\text{min}} \) is calculated on the basis of individual cells and \( N_R \) is calculated on the basis of groups of cells which become independent as \( N \) approaches infinity. Thus \( N_R \) and \( N_{\text{min}} \) must be the same as \( N \) approaches infinity. The fact that the groups of cells are independent is important; this will be seen to be true when we consider a run-length coding system which uses the same code for black and white runs of the same length.

**SAVING IN CHANNEL CAPACITY**

We now turn our attention to the calculation of the saving in channel capacity \( S \) of the run-length coding system with respect to the non-statistical coding scheme. It is apparent that \( S \) is given by

\[ S = N/N_R. \quad (14) \]

In view of (1) and the theorem which we have just proved, (14) becomes

\[ S = N/N_R = N/N_{\text{min}} \]

\[ = (-p(b)p_w(b) \log p_w(b) - p(b)p_w(w) \log p_w(w) \]

\[ - p(w)p_w(w) \log p_w(w) - p(w)p_w(b) \log p_w(b))^{-1}. \quad (15) \]

Since \( N_{\text{min}} \) is less than or equal to \( N \) for all values of \( p(w) \) and of transition probabilities, it follows that \( S \) is always greater than or equal to unity, for all types of pictures. Thus, our probabilistic model predicts that the saving in channel capacity is always greater than or equal to unity for all possible pictures. For a given transmission facility the saving in channel capacity becomes a saving in time. For a given transmission time, the saving in channel capacity becomes a saving in bandwidth.

A graph of the saving is shown in Figs. 1(a) and 1(b), where for the sake of convenience the independent variables are chosen to be \( p(w) \) and \( p_w(w) \). It is easily found that for a fixed \( p(w) \), the minimum value of \( S \), denoted by \( S_{\text{min}}(p(w)) \), occurs when \( p_w(w) = p(w) \), and is given by

\[ S_{\text{min}}(p(w)) = (-p(w) \log p(w) - p(b) \log p(b))^{-1}. \quad (16) \]

The minimum possible value of \( S_{\text{min}}(p(w)) \) occurs when \( p(w) = \frac{1}{2} \), and is equal to one. Thus, the saving is one for pictures which contain equal black and white areas, and have a transition probability \( p_w(w) \) of \( \frac{1}{2} \). In such cases, there would be no point in using a statistical coding system, and we would no doubt use a nonstatistical coding system. However, such pictures very rarely occur in practice. In fact, such a picture would be the equivalent of a random pattern, in which there is no dependence among the various cells. Hence our probabilistic model predicts that for pictures which are equivalent to random patterns there is no point in using a run-length coding system, since there is very little to be gained.
We turn our attention now to the question of when there are large savings. From Fig. 1(a) and 1(b) we observe that large savings are possible for the following three cases:

1) If \( p_0(w) \) is close to unity, then the saving will be large, regardless of the value of \( p(w) \). This corresponds to the situation where the white runs in the picture are very long. In this case a very large saving can be expected.

2) If \( p(w) \) is close to zero, or one, then the saving is again very large, regardless of the value of \( p_0(w) \). This situation corresponds to a picture which is almost completely black, or completely white, and again it is to be expected that a large saving is to be obtained by coding runs rather than using a nonstatistical transmission method.

3) If \( p_0(w) \) is close to zero, and \( p(w) \) is close to one-half, then the saving is again very large. The situation is that corresponding to a picture which is a checkerboard pattern. Thus, since it is known that all black and white runs in the picture will be of unit length, the transmitter need send no bits to specify the picture (except possibly for one bit to specify whether the first cell is black or white).

We observe that for given values of \( p(w) \) the curves of Fig. 1(b) do not extend beyond certain critical values of \( p_0(w) \). This is so, since values of \( p_0(w) \) less than these critical values lead to impossible values for the other transition possibilities.

**Comparison with Deutsch's Results**

It is of interest to compare the saving in channel capacity predicted by the probabilistic model with the value of saving found by previous investigators who have obtained that saving by actually measuring the probability distribution of the run-lengths in a picture. Towards this end, we compare our results with those of Deutsch, who has measured the run-length probability distribution for the two cases of horizontally and vertically scanning a picture. From his results we obtain that

\[
S = 1.67 \quad \text{(horizontal direction)}.
\]

The corresponding value found by Deutsch is 2.14. Thus the saving in channel capacity predicted by our model is in error by approximately 12 per cent in the vertical direction and about 22 per cent in the horizontal direction. In both cases the probabilistic model predicts a saving which is less than the true value. In view of the rather close agreement found for the value of the saving we would feel that the probabilistic model is a good one for predicting the amount of saving possible for the run-length coding system. However, more results of this kind would certainly have to be obtained before any general statement to this effect could be made.

**The Use of the Same Code for Black and White Runs of the Same Length vs Different Code for Black and White Runs of the Same Length**

It is certainly simpler to implement a run-length coding system which uses the same code for black and white runs of the same length than one which uses a different code for black and white runs of the same length. However, we have seen that our model predicts that this latter method achieves the lower bound of (1), as \( N \) approaches infinity, and thus offers a greater saving than the former method.

We now investigate how much more of a saving is possible with this latter method than with the former. In order to do this we must compute the information content of the probability distribution of a run-length which can be either white or black.

Let \( R \) denote the random variable which represents the length of either black or white runs. Then, by reasoning which is similar to that used in obtaining (2) we find

\[
\text{prob} (R = x) = p(w)p_0(w)x^{-1}p_0(b) + p(b)p_0(b)x^{-1}p_0(w)
\]

\( x = 1, 2, \ldots \)

\( (N \to \infty) \). (17)

Denoting the information content of this probability distribution by \( H_s \), we find that

\[
H_s = \sum_{x=1}^{\infty} (-p(w)p_0(w)x^{-1}p_0(b) - p(b)p_0(b)x^{-1}p_0(w)) \log\left(\frac{p(w)p_0(w)x^{-1}p_0(b)}{p(w)p_0(w)x^{-1}p_0(b) + p(b)p_0(b)x^{-1}p_0(w)}\right).
\]

If the number of bits required to code the picture by this method is denoted by \( N_s \), then

\[
N_s = nH_s.
\]

It is easily seen that if \( p(w) = p(b) = \frac{1}{2} \), then \( N_s = N_{\text{min}} \). Thus this method of coding achieves the lower bound of (1) for pictures which contain equal black and white areas. Hence for pictures which contain roughly the same number of black and white cells there is no advantage to be gained in coding black and white runs of the same length with different codes, instead of coding them with the same code.

If \( p(w) \) [or \( p(b) \)] is close to zero, then it is easily seen that \( H_s \) is approximately twice as large as \( H_{\text{min}} \). Thus in this case there is an advantage to be gained in using a
different code for black and white runs of the same length, rather than using the same code.

A straightforward calculation shows that run-lengths in this coding scheme are no longer independent, except when \( p(w) = p(b) = \frac{1}{2} \). This accounts for the fact that \( N_s \) and \( N_{\text{mis}} \) are different for those pictures which do not have the same number of black and white cells.

**Exponential Character of the Run-Length Probability Distribution**

The probability distribution of the black and white runs [(2) and (3)] as predicted by our probabilistic model for pictures has an exponential character, as shown in Fig. 2. This result also bears some resemblance to the results for the probability distributions measured by other investigators. Michel finds a probability distribution of runs which has a very strong exponential trend. Some of the results obtained by Deutsch also indicate a strong exponential trend. However, some of his results do not indicate such a trend. In particular, the probability distribution that he finds for the white runs in the vertical direction does not indicate an exponential trend, and in fact exhibits no trends.

**Application of the Probabilistic Model to an “Elastic” System of Run-Length Coding**

It will be recalled that the saving in channel capacity is calculated for a particular probability distribution of run-lengths. Thus, the saving pertains only to that set of pictures which has the aforementioned probability distribution. If a picture with a different probability distribution is coded by the run-length coding system, then it is possible that there will be no saving in channel capacity. That is, if the code is not “matched” to the probability distribution of run-lengths in a particular picture, there may not be a saving in channel capacity. This is one of the disadvantages of the run-length coding system. One method of solving this problem would be to measure the run-length probability distribution of the picture before the picture is coded, in order to match the code to this distribution. Such a system, which changes its code for different pictures, is known as an “elastic” system. In practice, an elastic system which measures the run-length probability distributions directly is difficult to implement, since the measurement of run-length probability distributions is difficult to make.

As an alternative to the above method there is the possibility of computing the probability distribution of run-lengths on the basis of the probabilistic model described previously. The outstanding feature of this model is that it is described by parameters which are very simple to measure in practice. The transition probabilities which describe the model can be measured very easily by means of the optical correlator used by Kretzmer and other investigators in their studies concerning the measurements of the statistics of pictures. Once these transition probabilities have been measured, the elastic run-length coding system could match its code to the run-length probability distributions which are calculated from it. In this manner, the elastic run-length coding system could achieve a greater saving in channel capacity, on the average, than would be otherwise possible.
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